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Introduction 
 
In recent years, interest in research areas like service robotics has been concentrating more and more on real-life 
applications in human-centered environments, like e.g. assisting humans in households. In such unstructured and highly 
dynamic environments, it is no longer possible to model in advance every possible piece of world knowledge that e.g. a 
service robot system might need. Such world knowledge includes amongst others knowledge about objects, actions and 
tasks, and about human users and their preferences. The following paper concentrates mainly on the acquisition of 
knowledge about objects and their features. For object models in particular, it is often suggested that a service robot 
system operating in such an environment should be able to build up new object models and enhance old ones 
autonomously (e.g. Pollefeys/Van Gool 2002, Miller et.al. 2003).  
 
Although we think that autonomous learning of object knowledge is very important for such a system and proves to be a 
great ease for the human user, on the other hand we do not think that it can learn every possible type of object knowledge 
completely autonomously for several reasons. First, user-specific information like a favourite cup of a certain user is very 
hard to infer from sensor data. Secondly, human help can ease the task of learning new objects or new aspects of objects 
considerably. Being confronted with a previously unknown object, it will be much harder, if not impossible, for a robot 
system to determine the object’s name, properties, functionalities and the class of objects it belongs to without any help of 
a human. Sometimes, it simply is easier to learn something from somebody else than on your own. Thirdly, it is very 
important for such applications that the robot and the human user can interact with each other. Therefore, it is helpful if the 
robot represents objects and their features in roughly the same categories as the human to ensure a sensible communication 
about things. Setting up object models interactively ensures that the structure of the object models and the knowledge that 
is included are as compatible to human object knowledge as possible. For these reasons, we developed and implemented a 
system which allows for an interactive, semi-autonomous learning of object models. 
 
The remainder of this paper is structured as follows: First, we give an overview of the structure and components of our 
object modelling system. Then, the object representation developed in the course of this work is presented in detail, 
together with information about the basic software module for object modelling. The use of sensor systems for object 
learning is discussed, and finally the interaction with the user that is necessary to gather meaningful object models. The 
paper is concluded by a short summary and an outlook onto current and future work. 
 
 
System Overview 
 
The aim of this work is to design and implement an interactive object modelling system which can e.g. be used for a 
service robot. This involves both designing a useful object representation and designing and setting up the actual 
interactive modelling system. Both takes place with regard to the specific needs of a service robot interacting with a non-
expert user, e.g. in a household, but could also be used in other settings or for other machine systems building up an object 
representation. The interactive object modelling system consists of five components, as shown in fig. 1: a basic modelling 
component which contains an implementation of the object representation we propose and grants access to the second 
component, a database of world knowledge which also contains information about objects. To build up the object 



knowledge, modules for both interaction with the user and sensor systems to collect the relevant data are needed. Finally, 
modules are included to determine the relevant object attributes depending on sensory information. Some examples for 
such sensor-dependent object attributes are shown at the top of figure 1. 
 
 
 

Figure 1: Structure of the interactive object modelling system 

 
 
Object Representation – Design and Implementation 
 
According to the object representation developed in the course of this work, an object model consists of features, attributes 
and attribute values. An object can have different features, which in turn each imply several attributes with corresponding 
attribute values. The basic structure of the object model is shown in fig. 2. 
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Figure 2:Basic structure of the object model 

 

 
 
Features carry information on a relatively high semantic level. Examples for such features are “is a container” or “is 
transportable”. Objects that have such a feature belong to a category of objects which has a semantic meaning for humans 
(e.g. the category of all containers). At the same time, features allow to associate objects with actions. E.g., an object with 
the feature “is transportable” can be transported, a container can be filled or emptied etc. Thus, the concept of features in 
this sense has two main advantages: on the one hand, it entails a maximally easy communication and interaction between 
the human user and the system, as both are thinking about objects in the same categories. On the other hand, task 
instructions of the user can easily be mapped onto the corresponding object categories.  
 
For a robot system, the information based on the features alone is not detailed enough to work with. The robot would lack 
information which is necessary for the processing of sensor information, like colour information for object recognition, or 
information for the actor systems, e.g. movement restrictions like the maximum acceleration when carrying a full glass. A 
second important part of the object representation we developed are thus attributes and their attribute values. Attributes 
describe all of this necessary information on a lower level than features, and each feature implies the existence of several 
attributes. E.g., an object being a container has a fill level, a maximum acceleration and tilt angle depending on the fill 
state etc, attributes which do not necessarily make sense for other objects not being a container. I.e. once the features of an 
object are known, its relevant attributes are also given. It is important to note, though, that an attribute does not exclusively 
belong to one feature. Rather, an attribute can be attached to several features. E.g. the maximum acceleration which is 
allowed for an object can depend on different object features (its fill state, transport restrictions etc). In such cases, an 
attribute is associated with as many features as necessary. When its value for one of the features changes, the updated 
attribute value is set globally.  
 
For each attribute, the type of attribute value is chosen in advance from a predefined set of attribute value types, such as 
3D vector, trajectory, HLS colour information etc. An attribute’s value can depend on the values of other attributes. This is 
typically the case with attributes which depend on information from sensor perception, e.g. a 3D model of an object is 
necessary to calculate its stable surfaces for putting the object down. These dependencies between attributes are used when 
an attribute is inserted into a feature or an object. In this case, the other attributes it depends on are inserted automatically 
as well. 
 
Objects are grouped into classes, and a concrete object is an instance of such a class. Classes inherit from other classes 
hierarchically, i.e. they also inherit information about relevant features, default attribute values etc. An example would be 
the class of white cups from a specific series of dishes, all of which are white, have a certain height, weight, diameter etc. 
This class inherits from the more general class of cups, and therefore every instance of this class of white cups is a 
container, since every cup is a container. Several concrete instances of this class might exist in the robot’s world, some of 
which are located in the scene: two on the shelf, one in the dishwasher etc. An important point is that features, attributes 
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and attribute values are inherited among object classes, and that an object instance only has the features and attributes that 
belong to the corresponding class, although the instance’s attribute values might differ from the default values of the class. 
Information like the position of an object which is only relevant for objects occurring in a scene is not treated as an 
attribute, but is only allocated to object instances which are part of a concrete scene. 
 
The basic module of the interactive object modelling system contains an implementation of this object representation and 
of functions to create and enhance objects, features and attributes. Additionally, it offers access to a database system which 
holds the relevant world and object knowledge of the robot system. In this database system, information about objects 
which exist in the robot’s world, their features and attributes is stored amongst other things and can be retrieved by various 
components of the robot system (Becher 2003).  
 
In the basic object modelling component, attributes, features and object classes and instances are called descriptors. They 
can be set up interactively by the user (cf. section about user interaction below) and then be stored in the world knowledge 
database. When a new attribute is created by the user, it is at first represented by an attribute template. Such an attribute 
template consists mainly of the name of an attribute, the type of its attribute value and the default value set by the user, as 
explained above. A newly created feature is called feature template, correspondingly. When an attribute is inserted into a 
feature, actually an instance of the template is generated and inserted. This instantiated descriptor is then no longer 
connected to the original template, i.e. any changes to the template have no effect on the instantiated descriptor. The same 
holds true for features that are inserted into object classes: an instance of the feature template is inserted in this case. The 
distinction between template and instantiated descriptors allows the user to create as many useful template attributes and 
features as necessary, and change them later as required, without unexpected side-effects on existing object information. 
On the other hand, the use of templates simplifies the task of the user considerably for complex domains. 
 
Object information which is to be stored in the world knowledge database is represented as attribute-value-pairs in an 
XML syntax. A generic example is shown in fig. 3. The database itself is a MySQL database, and Xerces is used as XML 
parser. The interface of the database is realised in Corba to grant easy platform- and programming language-independent 
access on the robot’s world knowledge. 
 
 

Figure 3: XML representation of an object 

 
 
 
 



Sensor Systems for Object Learning and Sensor-Dependent Object Attributes 
 
The upper part of figure 1 shows some examples of object information which is important for manipulation and other 
tasks: 3D geometry, manipulation constraints, etc. Some part of this information can be infered autonomously from sensor 
data, but for other parts, interaction with the human user is the easiest and most reliable way of acquiring the relevant 
information. To enhance the quality of the resulting object models, we set up an object modelling area equipped with 
specific sensor systems. However, this does not mean that object modelling cannot take place on a robot directly, but 
simply that modelling objects in the modelling area will give more precise results because of the controlled environment 
and the quality of the sensor systems. The sensor systems in this modelling area are a 3D laser scanner and a high-
resolution colour stereo camera system. The brightness and direction of the lighting can be varied via a software module. 
The modelling area is shown in fig. 4. For the future, we plan to integrate additional sensor systems like scales to gather 
weight information more precisely. It has to be noted, though, that the system in itself is not dependent on exactly the 
chosen types of sensors, but would also work with any other kinds of sensors, provided that the desired information about 
objects can be acquired. Fig. 5 presents exemplary data collected with these sensor systems to show the quality of the 
results. 
 
 

Figure 4: Object Modelling Area with Sensor Systems 
 

 
 

Figure 5: Example data gathered with sensor systems in object modelling area: a) original object (upper left), texture 
(upper right) and 3D point cloud (lower left and right); b) result of triangulation 

 

 



 
The extent to which user interaction is necessary in this step depends very much on the specific sensor-dependent object 
attributes. Some attributes can be determined automatically from sensor data and only be presented to the user for 
correction if problems should occur. This includes information like a colour histogram or a 3D point cloud from a single 
view. When information based on the complete surface of an object is necessary, and not only from one specific angle, we 
propose a method to use the users knowledge for fast and successful processing. To this means, objects are placed on a 
rotary plate such that they can be presented to the sensor systems in arbitrary angles, and the user decides about the views 
which are to be scanned next (the method is described in more detail below when we discuss our concept of including 
information given by the user). Other information like functional object properties cannot be determined without the help 
of the user (e.g. how to use a microwave to heat up some liquid) or is much more easily and robustly gained in interaction 
with the user than it could be autonomously. 
 
 
Interaction with the User 
 
For the object representation suggested in this work, interactive object modelling means to learn new objects as well as 
new attributes and new features of objects. In our implementation, interaction between user and system is realised as 
follows: Object models are built up in the object modelling area described above which guarantees a high quality of sensor 
data. The method itself is naturally not dependent on this modelling area, but can also be used on a robot system itself 
during its daily work. Interaction with the user takes place using several different modalities, namely a graphical user 
interface which can also be projected onto a touch interface, a joystick bar with inertial controller, and a speech processing 
component will be integrated in the near future. A data glove in combination with a localization system for the human 
hand will be integrated in the near future. The user can then use the data glove to provide information like possible grasp 
points, grasp forces, or maximum acceleration when an object is transported in a very intuitive and comfortable way. An 
exemplary use of the data glove can be seen in fig. 4. 
 
The graphical user interface presents all relevant information to the user and at the same time offers him the opportunity to 
build up object models by specifying an object’s features, attributes and attribute values. The graphical interface can be 
projected onto a touch-sensitive display, offering the opportunity to work independently of mouse and computer screen  
and thus reducing the psychological barriers for users which are not used to working with the computer. Additionally, the 
speech recognition component allows the user to enter a set of commands depending on the module of the graphical 
interface he is currently working on. The speech commands are processed by the system as the corresponding mouse clicks 
(or presses of a finger, respectively) are. 
 
To gather as complete and as correct an object model as possible, sensory information is combined with information 
interactively provided by the user. E.g., a laser scanner allows to build up a 3D point cloud of an object’s surface which 
can then be used to determine a surface model, bounding box etc. It is sometimes suggested that these computations should 
be done autonomously by the robot system from sensor data. We think, however, that this is not feasible for some 
attributes with passable effort. To gather a complete object model, the system must be able to get sensor information from 
all points of the object surface, where holes in the model have to be detected and filled up by new measurements. This is 
usually a very tedious and time-consuming process. In our system, the acquired data is presented to the user who can then 
decide whether more sensor information is necessary or not. At the same time, the user is able to detect problems or errors 
of the system which can then be corrected. The user can also point the system to parts of the object which have been 
occluded to the sensor systems so far. To this means, we set up a pointing device consisting of an Inertia Cube integrated 
into a standard joystick bar. The Inertia Cube collects the data of the human hand which holds the joystick bar. With this 
device, the user can rotate 3D models displayed on the screen. He can, for example, turn the model as far as necessary to 
point the system to an angle where more sensor information should be collected. The angle chosen can be confirmed with 
the buttons on the joystick bar. The rotary plate on which the object lies is then directed onto the chosen angle, and at the 
same time the information can be presented with the new angle in the graphical user interface. 
 
In this way, we combine the strengths of both automatic and interactive object modelling: The system determines object 
information automatically as far as possible or sensible in terms of processing time and quality of the results. The user then 
controls the output of the system and adds as many completing information as he or she finds necessary and helpful. The 
result of the combined process is represented within the object model presented above. In particular, the creation of 
attribute templates and feature templates can hardly be done by the robot system. Once the user has set up the feature 
templates which are relevant for a certain application area, he can easily build up new objects by simply choosing the 
appropriate templates for each class of objects. The system can then fill in attribute values automatically or with the help 
of the user, respectively. 
 



 
Conclusions 
 
In this paper, we proposed a system for modelling objects in interaction with a human user. We suggested an object 
representation which is designed for the purposes of a human-centered dynamic environment, where models of new 
objects have to be added and a sensible communication with humans has to take place. We then discussed our 
implementation of an interactive object modelling system which is based on this representation as well as modules for 
interaction, sensor systems and sensor-dependent object attributes. The achievement of this work is twofold: first, the 
object representation itself, and secondly the insight that interaction with the user is indispensable for an object modelling 
system e.g. of a service robot. The functioning of our approach is shown by the implementation of the system in the 
interactive modelling area. 
 
In the future, more sensor systems and different means of interaction with the user will be included into the modelling 
area, and the (semi-)automatic detection of object features from sensor data will be further expanded. 
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