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Abstract Current researches in theory of mind fo-
cus on developing the model of mind by studying the
human mental processes such as model of how human
learns the language, how one understands the lan-
guage and objects, how one represent the knowledge in
the brain, etc. As a result, the model can be applied
to a robot and it can think like humans. The main
basic thing that underlies in the theory of mind is how
an agent in the physical world transforms the percep-
tions into mental actions (i.e. decision making) into
physical actions. Still, there are no theories of mind
that answer the above issue. This paper proposes a
new method to transform the perceptions into men-
tal actions. Based on this, computational model of
mind is proposed. The spatial language sentences are
learned and understood using the proposed model of
mind in virtual environment. The learning and under-
standing experiments demonstrate the effectiveness of
the model.

1 Introduction

The main basic thing that underlies in the theory
of mind is how an agent in the physical world trans-
forms the perceptions into mental actions (i.e. de-
cision making) into physical actions. Researchers in
artificial intelligence have been trying to find solution
to the above problem by studying the human mental
processes ( [1], [2], [3]). Let us consider the following
experiment to understand the above problem. For the
experiment, the situation is that there are three cubic
blocks on the table and each of them is made of iron,
wood and soft glass materials. They are of same size.
When the iron or wood block is placed on top of the
glass block, the glass block breaks up. The iron block
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can be placed on the wood block and vice versa.
The main task in the experiment is to stack the

cube blocks in such a way that the blocks should not
break. Let’s assume that the task is performed by fif-
teen year old boy/girl. What he/she will do is first
to look at the cubic blocks on the table, then to de-
termine the weight and other properties of each block
by holding in hand, then to decide which block be
placed in bottom, which one in middle, and which one
in top, and finally to carry out the task(i.e. stack-
ing operation) by hand. In this task, looking at the
objects correspond to perception(i.e. perceiving the
objects through one’s sensory systems and here it in-
volves vision and touch). Then the perception goes
to one’s brain and decision making takes place there.
The decision making is also referred to ‘mental action’.
Finally, the mental action is transformed to physical
action(s) through one’s limbs to carry out the decided
or desired task. Here, the big difficult task is how to
transform the perception into mental action(s). It is
still an unknown process on how human brain maps
the perception into mental action (i.e. decision mak-
ing).

1.1 Entities Encoding and Decoding
Processes - Basis for Intelligence

This research work proposes a new method to trans-
form the perceptions into mental actions. The entities
encoding and decoding processes play the important
role in the transformation process. Fig. 1 shows the
encoding and decoding processes of the entities that
exist in the physical world. This is the fundamen-
tal philosophy behind the development of computa-
tional model of mind for a robot. The entities are
transformed into properties through the sensors or
programmed interface and this is called as encoding
of entity. In other words, the entity can be modeled
by properties, which can be classified as geometrical



Entities

Sensors /
Programmed
Interface

Properties

Physical World’s Physics
Algorithms (i.e. Computer
graphics, statics and
dynamics, etc)

Virtual Entities and
their Interactions

Encoding

Decoding

Entities

Sensors /
Programmed
Interface

Properties

Physical World’s Physics
Algorithms (i.e. Computer
graphics, statics and
dynamics, etc)

Virtual Entities and
their Interactions

Encoding

Decoding

Figure 1: Entities encoding and decoding processes.
Entities are encoded or mapped to properties through
sensors or programmed interface. The properties can
be decoded or mapped to virtual entities and their
possible interactions with other entities through the
physics model such as computer graphics, rigid body
statics and dynamics, etc.

properties, mechanical properties, electrical proper-
ties, chemical properties, etc. The purpose of the sen-
sors is to acquire the properties from the entity. If the
sensors are not available, the properties are acquired
through the programmed interface, which is nothing
but graphical user interface through which user inputs
the properties. Then the properties can be mapped
to virtual entities and their possible interactions with
other entities through physics model such as computer
graphics, rigid body statics and dynamics, etc. This
process is called as decoding of entity. The physics al-
gorithms are not only used to virtually reconstruct the
entity but also it determine what kind of interaction
the entities has. The perception process is equivalent
to encoding process (i.e. mapping of entity into prop-
erties). The transformation process of perception into
mental actions is equivalent to decoding process of the
entity.

The paper is organized as follows. Section 2 dis-
cusses the computational model of mind. Section 3
discusses the learning and understanding frame work
for spatial language. Section 4 discusses the learning
and understanding experiments. Section 5 discusses
the related works in theory of mind and its implemen-
tation in robots. Finally, the paper ends with conclu-
sion and future works.

2 Computational Model of
Robot Mind

Figure. 2 shows the robot mental architecture. The
robot mind consists of mental processes and organized
memory and the both interact with each other in order
to derive the mental actions. The mind is embodied
in the body of the robot or vice versa. Real world con-
sists of physical world and conceptual world. Physical
world and conceptual world refers to our environment
and texts of natural language respectively( [4], [5], [6]).
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Figure 2: A robot’s mental architecture. The interac-
tion between mental processes and organized memory
creates the mental actions

2.1 Organized Memory

Physical world or environment consists of man-made
and natural-made entities, which exist in space and
time. The entities are the basic building blocks of
the physical world. The entities are never in isola-
tion. Instead, they act and interact with one another
through forces such as gravity, magnetic force, me-
chanical force, etc. The interaction between the enti-
ties creates the cause-effect phenomena in the physical
world and forms the basis for creating the action, be-
havior, event and episode in the physical world.

The interaction between the entities is controlled
by physical world physics or constraint physics. In
physics, modeling the interaction between the enti-
ties helps us to study their cause-effect phenomenon,
for example, rigid body statics and dynamics. The
entity in the physical world can be modeled by prop-
erties such as mechanical, geometrical, chemical, etc.
Because of the interaction among the entities in the
physical world, some entities may produce certain be-
haviors, some may receive the actions and some may
transform one form of energy into other. The capabil-
ity of the entity to produce the above characteristics
is called ’constraint‘. So, each entity in the physical
world has two important components such as proper-
ties and constraints. The properties and constraints
can be seen as representation of the entity in terms
of certain measurable attributes. Constraint physics
models can reconstruct the entity from its properties
as well as it can determine and control the interaction
among the entities.

Similar to the physical world, word is the basic ele-
ment in the conceptual world and words interact with
one another through syntax or grammar rules in order
to form a phrase or sentence. In the conceptual world,
properties refer to noun, verb, adjective, etc and con-
straints are the grammar rules. The properties and
constraints are represented or described in word or
set of words in the conceptual world.



Organized Memory

Conceptual World Modeling Physical World Modeling

Conceptual Constraint Networks

Belief Network

Value Network

Topic Network

Concept Network

Physical Constraint Networks

Episode Network

Event Network

Behavior Network

Configuration Network

C
o
m
p
o
s
ite

m
e
a
n
in
g
s

Conceptual Models

Properties

E
le
m
e
n
ta
ry

m
e
a
n
in
g
s

Word

Constraints

Physical Models

Properties

Entity

Constraints

Language Syntax Constraint Physics

Organized Memory

Conceptual World Modeling Physical World Modeling

Conceptual Constraint Networks

Belief Network

Value Network

Topic Network

Concept Network

Physical Constraint Networks

Episode Network

Event Network

Behavior Network

Configuration Network

C
o
m
p
o
s
ite

m
e
a
n
in
g
s

Conceptual Models

Properties

E
le
m
e
n
ta
ry

m
e
a
n
in
g
s

Word

Constraints

Physical Models

Properties

Entity

Constraints

Language Syntax Constraint Physics

Figure 3: Architecture of an organized memory, in
which modeling of the physical and conceptual world
are represented. The properties are acquired through
sensors and the constraints are learned by modeling
the interaction among the entities.

Fig. 3 shows the architecture of the organized mem-
ory. The organized memory consists of elementary and
composite meanings both for conceptual and physical
world. Elementary meanings contain physical mod-
els and conceptual models. Physical models refer to
entity’s properties and constraints. Conceptual mod-
els refer to word’s grammatical properties and con-
straints. Composite meanings in physical world (i.e.
physical constraint networks) are constructed by com-
bining the physical models through the mediation of
constraint physics algorithm. Similarly, conceptual
constraint networks, which is nothing but represen-
tation of configuration, action, event and episode in
the form of symbols, are constructed by combining
the conceptual models with help of grammar rules and
physical constraint networks.

Physical constraint networks consist of configura-
tion network, behavior network, event network and
episode network. Configuration network refers to spa-
tial arrangement of entities in space. Behavior net-
work refers to chain of cause-effect phenomena of the
configuration network or system of rigid bodies. It
helps the agent to decide what kind of actions the en-
tity produce. Interaction of set of events and episodes
creates the event network and episode network respec-
tively.

Conceptual constraint network consists of concept
network, topic network, belief network and value net-
work. Concept network is a sentence or set of sen-
tences, which is the description of configuration net-
work or behavior network. Topic network is a para-
graph or set of paragraphs, which are the description
of event or episode network. Value network is a con-
cept or topic network, which tells the machine good
and bad things about the activities in the physical
world. Belief network makes the machine to accept or

believe the concept or topic of other agents without
any contradiction. The values and beliefs decide the
morality of the robot.

3 Learning and Understanding
Frame Work for Spatial

Language

The configuration network refers to spatial arrange-
ment of rigid bodies in certain pose with respect oth-
ers. It helps the robot to learn and understand the
spatial language sentences [7].
3.1 Learning Framework

The learning process consists of modeling, training or
optimization and representation. The modeling refers
to mathematical formulation of the problem and the
formulation contains the set of modeling parameters.
Training refers to assigning certain values to the mod-
eling parameters with help of some examples. Repre-
sentation refers to the finalized parameter-value pair,
which can be used for recognition, classification and
understanding tasks.

Fig. 4 shows the learning framework in which the
words that correspond to the entity name and spa-
tial positions are learned through modeling the enti-
ties and their interactions. First entity and its inter-
action are modeled by properties and constraints re-
spectively. In the training stage, certain values are as-
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Figure 4: Learning framework in which the words that
correspond to the entity name and spatial positions
are learned through the modeling the entities and their
interactions

signed to properties and constraints parameters with
help of examples. During the representation stage,
the finalized parameter-value pair is determined from
the training stage and more details are given in the



section ‘learning experiments’. Then the properties
are assigned with certain entity name and the con-
straints are associated with certain spatial position
word. Then for each word, the corresponding lexi-
cal properties and constraints are assigned. The lexi-
cal properties refer to part of speech of the word and
the lexical constraints are nothing but grammar rules
of the phrase and sentence formation. The finalized
parameter-value pairs of properties and constraints of
the entity are called physical model. The word’s lex-
ical properties and constraints are called conceptual
model.
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Figure 5: Understanding framework in which the spa-
tial language sentences are understood with help of
rigid body statics model

3.2 Understanding Framework

Fig. 5 shows the understanding framework in which
the spatial language sentences are understood with
help of rigid body statics model. First, using syntacti-
cal analysis, phrases such as noun phrase, verb phrase,
prepositional phrase are identified in the sentence.

For each phrase, the corresponding physical models
are retrieved and then are passed to the rigid body
statics model in order to construct the configuration
network. The configuration network refers to spatial
arrangement of set of entities and it is the result of
static interaction among the entities. While construct-
ing the configuration network, two possible scenarios
arise: a) the configuration network as per the sentence
information, which does not violate the truthfulness of
the physical world and b) the modified configuration
network, which arises when the sentence information

violates the truthfulness of the physical world. The
violating information in the sentence are mainly due
to incorrect subject and object, and wrong spatial in-
formation between the subject and object. The mod-
ified sentence will be generated by the text synthesis
algorithm given the input the modified configuration
network and conceptual models.

The rigid body statics model is a statics algorithm,
which contains sub-algorithms such as 3D shape anal-
ysis, test for equilibrium, test for intersections, test
for stability and different kinds of distance calcula-
tions. The rigid body statics model takes the input of
entities properties such as geometrical and mechani-
cal and static interaction parameter values(optional),
then calculates the position vector for the target entity
with respect to the reference entity.

4 Learning and Understanding
Experiments

Sixty different entities are taken for the learning
and understanding experiments and the interactions
among the entities are used to learn the spatial po-
sition words such as on, in, over, under, above, be-
low, inside, outside, behind, in front of, back, front,
left, right, beside, between, among, near and far. The
rigid body statics model is used to interpret or under-
stand the meanings of spatial language sentences. The
meaning of the spatial language sentences are repre-
sented in a 3D scene.
4.1 Learning of Spatial Position Words

Through Modeling the Static In-
teraction Among the Entities

4.1.1 Computational Model-I for ’On’

The finalized parameters-values pairs of the particu-
lar configuration of the entities is called computational
model of a spatial position word. The following dis-
cusses the learning process of ‘on’ such as modeling,
training and representation.

Modeling Using the spatial constraints parameters,
the interaction or the spatial constraint of ‘one entity
is in the top of the other entity’ is modeled by
{Stop; Er ∩ Et; V DO−cer

≥ 1; ST ; Et ∪ Er}
Where Stop - Whether the patch of the reference

entity is a top surface and it takes the values such as
‘true’ or ‘false’. Er ∩ Et - Intersection between the
reference entity and the target entity and it takes the
values such as ‘true’ or ‘false’. V DO−cer

- Vertical
distance between the observer and the centroid of the
patch of the reference entity along the positive y axis
and its value should be greater than or equal to one.
ST - Whether the stability exists between the target
entity and the reference entity and it takes the values
such as ‘true’ or ‘false’. Et ∪ Er - Whether the tar-
get entity is rested on the reference entity based on



the gravity and it takes the values such as ‘true’ or
‘false’. Sometimes during the modeling stage, mini-
mum value such as ≥ is assigned for the vertical dis-
tance V DO−cer . The remaining parameters values are
learned through training examples i.e. interaction be-
tween the entities.

Training Fig. 6 shows the graphical user interface
for learning the spatial position words. First, the user
is prompted to select the entities. The spatial con-
figuration between the entities are constructed in two
modes: manual mode and autonomous mode. In man-
ual mode, using the translation and rotation values the
desired configuration is constructed. In autonomous
mode, the different configurations will be generated
and the user can select the desired configuration.

Figure 6: The graphical user interface for learning the
spatial concept

In this example, the reference entity is taken as ‘ta-
ble’ and the target entity as ‘book’. The observer is as-
sumed to be small ‘box’. The ground is assumed to be
infinite surface area and infinite strength, and its color
is white. In the list box, the entities ‘table’,‘book’
and ‘observer’ are selected. The desired configuration
is constructed by the manual mode. Then pressing
the ‘Display Values’ button shows the values for the
parameters. The displayed values are as follows:
{Stop = true; Er ∩ Et = true; V DO−cer

=
67cm; ST = true; Et ∪ Er = true}

The vertical distance between the observer and the
reference entity is 67cm. The units are arbitrary and
the user can choose any units such as millimeter(mm),
feet(ft), meter(m), etc.

Similarly, using the different interaction examples
(i.e ten examples), the values are assigned to the
parameters. In that, only the parameter values of
V DO−cer

varies between 20 to 100. The range sat-
isfies ≥ condition in the modeling and also all other
parameters in each example have the same values. The
training continues till at least parameters of ten inter-
action examples attain the similar values.

Representation: Computational Model After
the training, the parameters-values pairs are finalized.
Then the representation is assigned with spatial po-
sition word ‘On’. The conceptual word ‘On’ is called
‘spatial concept’. Then, the part of speech tag such
as ‘Preposition’ is assigned to that word . Finally,
pressing ‘Store’ button stores the spatial concept.

Based on the above, the computational model for
the spatial position word ‘On’ is given by
{Stop = true; Er ∩ Et = true; V DO−cer

≥ 1; ST =
true; Et ∪ Er = true} =⇒ On

This computational model is used to identify the
spatial relationship between the entities and to un-
derstand the spatial language sentences. Similar to
this, the computational model for other spatial posi-
tion words are developed.

4.2 Understanding of Spatial Lan-
guage Sentences

Understanding deals with interpreting and verification
of communicated information, which is in the form
of text. The grammatical analysis is used to par-
tially interpret the meaning of the sentences. It gives
the information about agent, action, patient, spatial
and timing relationships. But it will not tell whether
given spatial relationship is true to the agent and pa-
tient and will not tell the cause-effect relationship be-
tween the entities and properties of the entities. The
main purpose of the grammatical analysis is to get
‘the reference entity-constraint-the target entity’ se-
quences from the sentences. They are identified from
the sentences using the physical and conceptual mod-
els information of the words.

Understanding Experiment-I The compound
sentences such as ‘The table is in the ground. The
desktop is left of the table. The monitor is right of
the table. The keyboard is in front of the monitor’ are
considered for the understanding. Fig. 7 shows the
understanding of the above sentences.

Understanding Experiment-II The compound
sentences such as ‘The bed is in the ground. The chair
is beside the bed. The table lamp is on the chair. The
table fan is behind the bed. The chair is in the ground’.
are considered for the understanding. Fig. 8 shows the
configuration network and the scene of the network.

5 Related Works

Leslie [1] proposed the theory of mind, which dis-
cusses the mental processes in human child. The mind
consists of three modules such as Theory of Body
module (ToBY), which deals with understanding of
entities, Theory of Mind module-I (ToMM-I), which
describes the behavior of the agent, and Theory of
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Mind module-II (ToMM-II) which discusses the be-
liefs and values of the agent. The proposed model
almost similar to the Leslie’s work, but it lacks the
modeling of the entities and their interactions. Baron-
Cohen’s [2] model of mind consists of intentional-
ity detector, eye direction detector, shared attention
mechanism, and theory of mind mechanism. Scassel-
lati [3] implemented the above mind theories in Cog
humanoid robot. Similar to this, Deb Roy [8] im-
plemented grounded language learning model called
CELL (Cross-channel Early Lexical Learning). CELL
learns the meaning of words from untranscribed acous-
tic and video input signal. As a result of learning, the
word is represented in terms of sensory feature values
of the entity corresponds to the word.

6 Conclusion and Future
Works

The main basic thing that underlies in the theory of
mind is how an agent in the physical world transforms
the perceptions into mental actions (i.e. decision mak-
ing) into physical actions. The computational model
of mind for the robot is proposed based on entities en-

coding and decoding processes. It is shown this work
that robot mind does not necessarily follows the prin-
ciples of human mental processes. The spatial lan-
guage learning and understanding experiments shows
the effectiveness of the computational model. The
spatial language sentences meaning are interpreted us-
ing rigid body statics model, which acts as a semantics
model.

The future works will be to perform the understand-
ing experiments with other natural languages such as
Tamil, Hindi, French, German, etc, language genera-
tion or commonsense knowledge acquisition from set
of entities and their interactions, learning and under-
standing of words related to dynamic interactions of
the entities and real time implementation of this con-
cept in robot.
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