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Alvin Liberman’s idea
“Thus, it appeared that the objects of speech 
perception were not to be found at the acousticperception were not to be found at the acoustic 
surface. They might, however, be sought in the 
underlying motor processes if it could beunderlying motor processes, if it could be 
assumed that the acoustic variability required 
for an invariant percept resulted from the 
temporal overlap, in different contexts, of 
correspondingly invariant units of production” 

(Liberman & Mattingly, 1985, page 2)



• Perhaps it is the same in other 
d litimodalities…

– Rizzolatti et al. 1992: discovery of mirror 
neuronsneurons

– Fadiga et al. 1999: mirror effects due to motor 
imageryimagery

– Rizzolatti & Arbib 1998: Mirror neurons and 
language

– Fadiga et al. 2002: TMS experiment on 
speech listening



Grasping neuronsp g

Fadiga et al. (various sources)
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Mirror Neurons
The neuron is activated by “seeing” someone else’s hand performing 

i l ti ti d hil th k i f i tha manipulative action and while the monkey is performing the same 
action

From: Fadiga L L Fogassi V Gallese and G Rizzolatti Visuomotor Neurons: ambiguity of the

The type of action seen is relevant

From: Fadiga, L., L. Fogassi, V. Gallese, and G. Rizzolatti, Visuomotor Neurons: ambiguity of the 
discharge or "motor“ Perception? Internation Journal of Psychophysiology, 2000. 35: p. 165-177.



Data from human graspingg p g
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Bayesian classifiery
{Gi}: set of gestures

168 sequences per subject
10 subjects

6 complete sets
F: observed features
{Ok}: set of objects

z
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p(Gi|Ok): priors (affordances)
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Two types of experimentsyp p

Vision Classifier

Fv, Ok
Gi

Fv Ok Fm Ok

Vision ClassifierVMM

Fv, Ok Fm, Ok
Gi

Learned by backpropagation ANN



Role of motor information in action 
understandingunderstanding

Object affordances (priors)

Visual space Motor space

Classification
(recognition)Grasping actions

Understanding mirror neurons: a bio-robotic approach. G. Metta, G. Sandini, L. Natale, L. 
Craighero, L. Fadiga. Interaction Studies. Volume 7 Issue 2. 2006 



Some results
Exp. I
(visual)

Exp. II
(visual)

Exp. III
(visual)

Exp. IV
(motor)( sua ) ( sua ) ( sua ) (motor)

Training
# Sequences 16 24 64 24

# of view points 1 1 4 1

Classification 
rate

100% 100% 97% 98%

# Features 5 5 5 15
# M d 5 7 5 7 5 7 1 2# Modes 5-7 5-7 5-7 1-2

Test

# Sequences 8 96 32 96

# f  1 4 4 4# of view points 1 4 4 4

Classification 
rate

100% 30% 80% 97%



Additional neurophysiologyp y gy



TMS experimentp
• Listening to [b] and [p], labial phonemes
• Listening to [t] and [d], dental phonemes

StimulusStimulus

Stimulation



Results
Acoustic stimulus

TMS site



Motor feature based recognitiong
audio

features extraction
speech

b p d t
audio

features
classifier

AMM

b,p,d,t

motor
features

green: lips opening velocity

blue: lips opening acceleration

th id tifi d tgrey zone: the identified motor 
invariant for b



Data collection

 9 speakers, 74 (pseudo)words and syllables
 magnetic tracking of tongue, lips and teeth magnetic tracking of tongue, lips and teeth
 ultrasound imaging of tongue
 video of face
 laryngography of vocal folds laryngography of vocal folds

2005-2009



Baseline experimentp



Audio-motor mapp
• Training the AMM:

input space: 200ms Mel scale spectrogram (20– input space: 200ms. Mel-scale spectrogram (20 
filters) of speech (R380)

– output space: point-by-point VliO, AliO, VttU, p p p y p
AttU over utterance (R4)

– ANN w/ sigmoidal activation function, cross-
validation regularization 10 random restartvalidation, regularization, 10 random restart 
(the best is stored)

• Cross-validation:
1. over all utterances
2. per-speaker



papap p



Audio-motor mapp

Velocity Acceleration



With reconstructed motor signalsg



Increasing noiseg



Conclusions
• The brain uses motor information as 

“perceptual invariants”
• It might be advantageous to copy this g g py

solution in artificial systems
• which ultimately require a body to…which ultimately require a body to 

generate sensorimotor patterns 
autonomously (there’s always anautonomously (there s always an
excuse to build a humanoid robot)
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